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Abstract

Humans reliably surpass the performance of the most ad-
vanced Al models in action recognition, especially in real-
world scenarios with low resolution, occlusions, and visual
clutter. These models are somewhat similar to humans in
using architecture that allows hierarchical feature extrac-
tion. However, they prioritise different features, leading to
notable differences in their recognition. This study inves-
tigated these differences by introducing Epic ReduAct ', a
dataset derived from Epic-Kitchens-100. It consists of Easy
and Hard ego-centric videos across various action classes.
Critically, our dataset incorporates the concepts of Minimal
Recognisable Configuration (MIRC) and sub-MIRC derived
by progressively reducing the spatial content of the action
videos across multiple stages. This enables a controlled eval-
uation of recognition difficulty for humans and AI models.
This study examines the fundamental differences between hu-
man and Al recognition processes. While humans, unlike Al
models, demonstrate proficiency in recognising hard videos,
they experience a sharp decline in recognition ability as vi-
sual information is reduced, ultimately reaching a threshold
beyond which recognition is no longer possible. In contrast,
the Al models examined in this study appeared to exhibit
greater resilience within this specific context, with recogni-
tion confidence decreasing gradually or, in some cases, even
increasing at later reduction stages. These findings suggest
that the limitations observed in human recognition do not di-
rectly translate to Al models, highlighting the distinct nature
of their processing mechanisms.
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1. Introduction

Ego-centric action recognition is the process of identifying
and interpreting human actions from a first-person perspec-
tive, playing a crucial role in both human cognition and
artificial intelligence (AI) models. Ego-centric action recog-
nition has essential applications for assistive technology,
augmented reality, human-computer interaction, and wear-
able Al systems. Understanding actions from an ego-centric
viewpoint could enable applications like hands-free device
control, activity monitoring, and robotic assistance.

In humans, action recognition relies on two parallel path-
ways: the ventral “what” and the dorsal “where and how”
pathway [26, 27, 66]. These are hierarchically specialised
for different information, such as form and motion. Simi-
larly, earlier AI models like Convolutional Neural Networks
(CNNGs) [41, 42] use a hierarchical structure but cannot per-
ceive different information. Other Al models, such as Two-
Stream Networks [67], LSTMs [33], and Vision Transform-
ers (ViTs) [17] emulate human action recognition by integrat-
ing spatial and temporal information. However, they struggle
with occlusions and lack predictive processing capabilities,
which allow humans to infer missing details [19].

The architecture of many Al visual recognition models is
constructed into hierarchical layers. Researchers have shown
that activation in these layers can predict neural responses
in early [29], intermediate [75], and late [74] areas of the
monkey and human visual cortex. Thus, some researchers
argue that their performance and congruity with behavioural
and neural responses make them adequate models of human
recognition [12, 44], but others counter that they offer only
slightly above chance consistency with humans [24, 25].

Despite similarities in hierarchical architecture, the fea-
tures extracted at each layer in human vision and Al models
may differ. For example, humans initially process bound-
aries and surfaces, potentially leading to a shape bias [45].
Al models, on the other hand, often show a texture bias



[22, 23, 48]. Al models can also fail to encode the global
arrangement of visual elements [6], three-dimensional and
internal structure of objects, and occlusion and depth infor-
mation [4, 12, 16, 37, 73]. However, specialised training
datasets or architecture can produce Al models that extract
features more closely aligned with humans [22, 38, 56].
While human vision and artificial models use hierarchi-
cal representations, humans uniquely integrate bottom-up
sensory input and top-down cognitive processes for dynamic
perception [1]. Human perception is continually refined by
prior knowledge at inference time [7, 34], whereas deep
learning models predominantly depend on labeled data at
training time. Moreover, human attention naturally priori-
tises salient regions based on contextual relevance [71].
Given these discussions, this paper investigates how hu-
mans and Al models differ in their ability to recognise activ-
ities from video segments in challenging ego-centric scenar-
ios. Ego-centric videos provide enhanced information about
objects within an actor’s immediate affordance [11, 60] and
their interactions via hands [13], yet they often offer less
contextual information [32]. This reduced context may influ-
ence both the visual features [43, 50] and cognitive strategies
[54, 59] employed during action recognition. Consequently,
ego-centric video analysis represents an ideal domain for
comparative investigation. We used videos from the standard
ego-centric kitchen activity dataset, Epic-Kitchens-100 [15],
and systematically reduced the available spatial and tempo-
ral information, creating the Epic ReduAct (Epic-Kitchens
Reduced Action Videos) dataset, which will be publicly re-
leased. To quantify human and Al performance, and drawing
on paradigms used for static images [9] and third-person ac-
tions [10], we adopted the idea of Minimal Recognisable
Configurations (MIRCs)—the smallest spatial crops of im-
ages still identifiable by humans, with smaller quandrants,
known as sub-MIRCs, unrecognisable. Using Epic ReduAct
and the MIRC definition, we quantified performance dispar-
ities between humans and Al models through two distinct
metrics: the newly introduced Average Reduction Rate
and a second metric inspired by Ben-Yosef’s work [9], the
Recognition Gap. These metrics provide insights into the
key distinctions between human and model-based action
recognition, highlighting potential avenues for enhancing Al
models. The main contributions of this paper are, therefore:
1. Creation of Epic ReduAct dataset: Systematically re-
duced ego-centric videos (in spatial and temporal resolu-
tion) from the Epic-Kitchens-100 dataset, generating a
publicly available benchmark dataset to study minimal
requirements for ego-centric human action recognition.
2. Novel Evaluation Metric: Introduced a quantitative met-
ric, Average Reduction Rate, to systematically quantify
and interpret differences in recognition capabilities be-
tween humans and Al models.
3. Human vs. Al Action Recognition Analysis: We con-
ducted comparative experiments between over 3000 hu-
man participants and a state-of-the-art Al video under-

standing model using the concepts of MIRC and sub-
MIRC to uncover significant differences in how each
recognises actions from reduced video information.

2. Related Works

2.1. Human and Computer Vision

Human action recognition relies on two parallel neural path-
ways: the ventral and dorsal streams [26, 27, 66]. These
pathways originate from the primary visual cortex (V1) and
extend through higher-level areas such as the inferotem-
poral (IT) and prefrontal cortex (PFC) [65]. Initial visual
processing extracts basic features like edges, colour, and
motion [36, 61, 62], which are progressively integrated into
more complex representations. The reverse hierarchy the-
ory [1] suggests rapid bottom-up categorization is followed
by top-down refinement, enabling precise action recognition
[7, 8, 34]. Inspired by these mechanisms, AI models incorpo-
rating motion-based attention have achieved state-of-the-art
results in video action classification [2].

In contrast, Al-based action recognition relies on deep
learning models trained on large datasets. Early methods
employed convolutional networks such as AlexNet [41],
ResNet [31], and VGG [68], designed for static image anal-
ysis. Despite their layered structure inspired by human vi-
sion, their performance remained low. Recent advances,
including Transformers [72], Vision Transformer [17], and
contrastive models like CLIP [55], have enhanced visual
understanding. Followed by video specific architectures,
such as Side4Video [76] and MOFO [2], leveraging motion-
based self-supervised learning, while FILS [3] integrates
language semantics. Through incorporating more Multi-
modal data, more recent Large language models (LLMs) and
Video language models (VLMs) like VideoLlama3 [77] and
VideoChatGPT [47] allow for a deeper scene interpretation.
Comparing human and computer vision offers insights into
improving Al models and understanding human perception.
While humans excel at generalization and contextual rea-
soning, Al systems achieve high accuracy but often lack
adaptability. Bridging these gaps through biologically in-
spired architectures and multimodal learning could lead to
more robust artificial vision systems.

2.2. Biologically-inspired Vision Models

Early neuro-computational models drew inspiration from
the hierarchical organisation of human visual pathways. A
pioneering biologically-inspired model for visual recogni-
tion, the HMAX model [39, 58, 65], processes retinal output
through a neurophysiologically consistent hierarchy of alter-
nating simple and complex cell layers using linear or non-
linear MAX pooling operations. Giese et al. [26] extended
this framework to action recognition tasks (e.g., walking,
running), employing a two-pathway feedforward architec-
ture modeled after the human ventral and dorsal pathways.
Researchers have recently proposed methods to improve
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Figure 1. Research pipeline highlighting different processes, including data preparation and classification by human and Al classifiers

the HMAX models within biological constraints. These in-
clude the incorporation of layers corresponding to the full
anatomy of the visual cortex [64], modifying the sequence of
information flow and weights according to context [40, 49]
or temporal coordination of neural activity [51]. Despite
their valuable insights into biological visual recognition pro-
cesses, these models typically do not match the high-level
performance of recent vision models described earlier.

2.3. Joint AI and Human Studies

Research explicitly integrating human-inspired methods into
computer vision has explored informative image regions
to improve recognition, particularly in partially occluded
scenarios [20], as well as aligning receptive fields of neu-
ral networks more closely with human vision [19]. Studies
have suggested aligning Al model behaviour with human
perception, such that image alterations unnoticed by hu-
mans should similarly not affect model predictions [35].
Comparative studies have consistently demonstrated differ-
ences between human and Al models in their visual attention
and recognition performance for image classification tasks
[14, 18, 28, 30, 53, 70]. Notably, [9] introduced the concept
of Minimal Recognisable Configurations (MIRCs) and sub-
MIRC:s in static images, revealing that human recognition
accuracy sharply declines upon removing critical features.
In contrast, AI models experience a more gradual accuracy
reduction. Extending this approach to videos, [10] identi-
fied critical spatial and temporal configurations necessary
for human action recognition in third-person action videos
from the UCF101 dataset [69]. They found a significantly
more significant recognition drop-off from MIRCs to spatial
sub-MIRCs in humans than in the model. However, there

were no human-model differences in the drop-off for tempo-
ral sub-MIRCs. Our research builds upon this comparative
framework by exploring ego-centric video, a domain previ-
ously not extensively studied, and by examining a broader
range of ego-centric activities.

3. Method

Our research pipeline, illustrated in Fig. 1, outlines our ap-
proach to comparing human and Al performance in ego-
centric video action recognition. We began by employing a
classifier to pre-select easy and hard video sets. To enable a
comparison between how human and AI models recognise
activities in video, we artificially and systematically reduced
the video’s spatial resolution. Then, using human partici-
pants and an Al model as classifiers, we evaluate and com-
pare human and Al performance on these spatially reduced
videos to quantify the difference in recognition between the
human and AI models.

3.1. Problem Definition and Epic ReduAct Prepa-
ration

To enable this investigation, we first created an Easy and
Hard subsets of the Epic-Kitchens dataset [15] that repre-
sents different levels of activity recognition difficulty for Al
models. Each set comprises of 18 Epic-Kitchens videos with
a mean duration of 2.35s (Standard Deviation (SD) dura-
tion = 1.11s), to enable comparisons between human and Al
model performance on distinct difficulty levels.

To generate the Easy and Hard sets, we employed a state-
of-the-art AI model [2] to predict classification probabilities
for various action classes. Videos with top-1 prediction



Catergory  Videos  Samples MIRCs  sub-MIRCs  Verb Classes

Easy 18 4,503 273 1092 close, cut, hang, open, pour, put,
remove, take, turn-off, turn-on, wash

Hard 18 3,173 402 1608 close, hang, insert, open, peel, pour,

put, remove, serve, take, turn-off, wash

Table 1. Epic ReduAct dataset details

confidences exceeding 60% were identified as candidate
Easy videos. Conversely, videos where the correct label
failed to appear among the top 5 predictions were marked
as candidate Hard videos. A subsequent manual review
eliminated ambiguous or overly similar samples. The final
basis of Epic ReduAct includes actions from 11 verb classes
for the Easy set and 12 verb classes for the Hard set.

Next, we conducted online experiments to systematically
reduce the spatial information of the 18 Easy and 18 Hard
videos (36 total) across eight hierarchical levels to identify
MIRCs. The process is shown in Fig. 2 for a video with the
GT label close. At Level 0, we spatially cropped a region of
the video that best encompassed the entirety of each video.
At Level 1, frames from each parent video were cropped
at the four corners, generating four child sub-videos per
original. Levels 2 through 7 involved recursively applying
this corner-cropping method to each subsequent generation
of parent videos.

The labelling of a video as a MIRC and sub-MIRC [9]
was determined as follows. After spatial cropping of a par-
ent video into four quadrants, quadrants recognisable by at
least 50% of human participants underwent further recursive
reduction. Conversely, if none of the quadrant sub-videos
from a parent were recognised by more than 50% of the
participants, the parent video was classified as a MIRC and
the unrecognisable child quadrants as sub-MIRCs.

Given the exponential increase in child quadrants at the
higher levels, we implemented quadrant pruning to select
only the most informative quadrants for testing. This helped
identify MIRCs more efficiently and quickly. The quadrant
pruning occurred as follows:

1. After testing a Level of quadrants described later in
Sec. 3.2.2, we produced child quadrants by cropping
parent quadrants that were recognised.

2. We then assumed that child quadrants, whose parent quad-
rant was recognised but fully contained within a different
unrecognised quadrant from any previous level, would
also not be recognised. Therefore, we did not test those
at the next level.

3. We also assumed that child quadrants from a single Level
that overlapped each other by at least 95% would have
equal accuracy. Therefore, we tested only one quadrant
from each such cluster.

4. From the remaining quadrants in the level, we selected
child quadrants less likely to be recognised (defined as
overlapping a not recognised quadrant from any previ-

ous level by 65% or more) and those most informative

(defined as having the highest cumulative surface area

overlap with other child quadrants from the same level),

until we filled the maximum number of quadrants per

video that could be efficiently tested at that level.

This procedure generated 7,676 videos, including the
Level O videos. The final Epic ReduAct dataset is sum-
marised in Tab. 1.
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Figure 2. Example of applying reductions to a video. Video GT
was close. A was cropped for 3 Levels before becoming Quadrant
B recognised by 65% of participants. B was the Parent Quadrant
to 4 Child Quadrants (C-F), each recognised by fewer than 50%,
making them sub-MIRCs and B the MIRC.

3.2. Classifiers

Given the spatially reduced videos, two recognition clas-
sifiers, human observers and an Al model, were used to
compute and identify the MIRCs and sub-MIRCs. Before
introducing the classifiers, it is essential to define accuracy
within the context of both models. In the Al model, accuracy
is the confidence score of the predicted verb relative to other
verbs, represented as a fraction of 1 (i.e. this is simply the
confidence output by the model after softmax). Similarly,
accuracy is defined as the proportion of individuals who
correctly labelled the video for human participants.

3.2.1. AI Classifiers

The Al classifier used in this study was based on the
Side4Video (S4V) framework [76], ensuring the hard and
easy sets were unbiased by the MOFO-based selection [2],



which uses a fundamentally different, unsupervised training
process. Moreover, while the MOFO performance was com-
parable to that of S4V, the latter demonstrated substantially
faster training times, rendering it a more practical and ef-
ficient choice for integration into our pipeline. As shown
in the top part of Fig. 1, S4V employs the vision module
of OpenCLIP [55] as a video feature encoder. It introduces
a lightweight spatial-temporal side network attached to a
frozen pre-trained vision model. The trainable layers are
integrated in parallel to the larger frozen model layers rather
than sequentially. This allows efficient fine-tuning for video
understanding tasks without back-propagating through the
large pre-trained model, leveraging the extensive multi-level
spatial features from the original image model while sig-
nificantly reducing memory usage—up to 75% compared
to previous adapter-based methods—and facilitating the ef-
fective transfer of substantial models such as ViT-E (4.4B
parameters) to video tasks. The Al model was trained on
the training split comprising 67179 videos from the Epic-
Kitchens dataset [15], excluding the 36 videos selected for
comparison with human performance. Each input video
clip was subsampled to 8 frames with a spatial resolution of
224 x 224, and frames were uniformly spaced. The video
model uses ViT-B/16 [17] and was trained using the AdamW
optimiser [46]. This trained classifier was subsequently ap-
plied to spatially reduced videos in Epic ReduAct to evaluate
recognition performance against the ground-truth verbs for
the original videos, with the results discussed in Sec. 4. Dur-
ing inference, the study prioritises recognising ongoing ac-
tions over object identification. Accordingly, verb accuracies
in predicted labels were evaluated by aggregating confidence
scores for all correctly predicted verbs within action labels.

3.2.2. Human Classifiers

For the human classifiers, experiments were set up on
the Gorilla platform [5] and disseminated via Prolific
(www.prolific.com).The sample involved responses from
3800 participants (1964 females; 2329 males; and 54 others;
mean age = 33.2 years, SD age = 11.3 years). Based on the
size of the assigned dataset, median completion time and
participant remuneration ranged from 9 to 21 minutes and
£0.70 to £2.75 for fair reimbursement. Ethical approval was
obtained from the university’s Research Ethics Committee
(Ref: 38465/2023). The experiment began with five practice
trials. Participants were then tested with all 36 videos (18
easy and 18 hard) to measure recognition accuracy, where
each participant was randomly assigned to view only one
child quadrant per video, intermixed with two catch trials.
The practice and catch trials used additional easy videos
from the EPIC-Kitchens dataset [15]. Seventeen participants
were replaced due to poor performance on catch trials. Each
trial began with a fixation cross displayed in the centre of
the screen for 500ms. The video was presented as centred
on a white background until a response was recorded. After
4000ms, the participant was asked to type their response

about what action was being performed inside the box. Hu-
mans have been asked to type their answer to avoid being
biased into pre-selected labels. The participant identified a
single action followed by a single object being acted upon,
using up to three words.

The correctness of participants’ responses was assessed
using an optimised controlled similarity (CS) measure to a
Ground Truth (GT) label for each video. Responses were
first tidied by removing punctuation, articles and subjects
(words like ‘man’, ‘person’), correcting misspellings algo-
rithmically and with the help of SymSpell [21], and manu-
ally rewording responses with incorrect word count or slang.
We then computed the cosine similarity, S, between the re-
sponse and GT [63], using the sentence-BERT (SBERT)
model “all-mpnet-base-v2” [57]. Additionally, we computed
the similarity of isolated actions, S 4, and objects, Sp, using
Word2Vec [52]. The Controlled Similarity (CS) score was
then calculated as:

CS=S—(Sp-p)*+(Sa-b)? (1)

where p and b are penalty and bonus constants, respectively,
optimised a priori. The response was correct if its CS with
the GT was greater than a set threshold.

4. Experiments and Results
4.1. Metrics

We employed two approaches to compare the results: Recog-
nition Gap and Average Reduction Rate.

Recognition Gap Metric. For humans, the recognition gap
is the difference in average classification accuracies across
participants between parent MIRCs and sub-MIRC child
quadrants. For an Al model, it is a function of human recog-
nition performance as the human accuracy for MIRCs of
a class, X, is the baseline for evaluating AI model predic-
tions. We define a threshold line (¢) as the recognition rate
at which Al model predictions exceeded X . This is shown as
the green dotted line in Fig. 5. We then applied sub-MIRCs
to this threshold and measured the proportion of samples,
vy, that surpassed it. That class’s final recognition gap was
X — y, representing the adjusted recognition performance
relative to human baseline performance. As an example, in
Fig. 3d, the MIRC accuracy for humans is 59%, and the
threshold line will be the value that the same fraction of
MIRCs (59%) identified by the Al model are above that,
which for example is a threshold of 0.24 for network confi-
dence for that specific class. Therefore, the recognition gap
for that class will be the difference between the average ac-
curacy of MIRC:s of that class (59%) and those sub-MIRCs
above the threshold line (36%), which is 59% - 36% = 23%.
Average Reduction Rate Metric. The Average Reduction
Rate quantifies the decrease in accuracy caused by a spa-
tial reduction, which is the difference between the average
accuracy of predicted child videos at a specific level and
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Figure 3. Classwise recognition gap of the AI model between the MIRC/subMIRC pair relative to the threshold line, with class-specific
acceptance thresholds calibrated to match the human recognition rate. Top row, Fig. 3a, Fig. 3b, and Fig. 3c are three selected classes of easy
set which we highlight the sample 16 of class put for further explanations in section 4 (Fig. 4) and the bottom row, Fig. 3d, Fig. 3e, and

Fig. 3f illustrate some candidate classes of hard set.

Classes
Classifiers \ Sets \ hang serve take open remove turn-off turn-on  wash peel close cut put pour insert
Human Easy | +38.65 N/A +37.46  +37.86 +27.85 +34.18  +31.11  +31.89 N/A +44.75  +36.59  +36.84 +39.70 N/A
Hard | +41.70 +42.87 +40.78 +3836 +37.50 +60.55 N/A +31.05 43820 +33.75 N/A +3431 42470  +40.00
AL Easy | +0.02 N/A -19.25 =591 -9.20 -7.36 -16.36 -0.96 N/A +4.26 -2.68 +4.12 +0.14 N/A
Hard | -0.04 0.00 -9.00 -3.18 -0.49 -0.21 N/A -2.08 -0.01 -0.07 N/A +2.63 0.67 -0.02

Table 2. The Recognition Gaps for both classifiers, for both sets of data, split by class labels. The values are percentages, and N/A shows

that the class is unavailable for that set.

their parents in the previous level. This provides insight
into the impact of spatial reduction on the recognition per-
formance of human and Al models. Therefore, it measures
cases where a child video becomes less recognisable than its
parent, considering only positive reductions.

4.2. Recognition Gap

We computed the recognition gap on specific classes in our
dataset, with selected example classes shown in Fig. 3 to
compare performance between humans and the AI model.
These figures illustrate the positioning of each MIRC/sub-
MIRC pair concerning the AI model’s confidence and the
threshold line. Notably, the Figures reveal that the sub-MIRC
exhibits higher confidence in many instances than its corre-
sponding MIRC, providing further insight into the negative

values observed later in Fig. 5. To illustrate this phenomenon,
we presented a video sample that visually demonstrates why,
in some instances, the Al model’s performance improves
despite reduction. Fig. 4 displays a video with the label put
at three different reduction levels: the original video (no re-
duction), MIRC (level 2), and sub-MIRC (level 3). A closer
examination reveals that the level 2 video contains numerous
irrelevant details, such as background elements. In contrast,
at level 3, the focus is primarily on the hand. This shift in
focus enables the Al model to better recognise the ongoing
action, with confidence increasing from 39% at the MIRC
level to 56% at the sub-MIRC level. This particular example
is depicted by the red (subMIRC) and blue (MIRC) dots in
Fig. 3b highlighted with a red rectangle (pair number 16).



This occurs in several other videos and supports the idea
that the AI model relies on fine details and textures, whereas
humans perceive visual information more holistically. The
recognition gaps for all human and Al model classes can be
found in Tab. 2. The table shows that the concepts of MIRC
and sub-MIRC do not serve as recognition boundaries for
Al models like they do for humans. While human recog-
nition performance declines sharply across all classes, Al
models generally exhibit improved detection in both the easy
and hard sets, as indicated by the predominantly negative
recognition gap values. For example, the recognition gap for
class turn-off for human, easy and hard sets, has reduced by
34.18% and 60.55%, respectively. For the Al model, easy
and hard sets, it has improved 7.36% and 0.21%. Notably,
the smallest decline in human recognition occurred for the
class pour in the hard set, with a substantial reduction of
24.70%, highlighting the significant impact of MIRC and
sub-MIRC constraints. In contrast, AI models demonstrated
a nearly 20% increase in accuracy for the class fake in the
easy set. Even in cases where Al performance declined, such
as for the class close in the easy set, the reduction in recog-
nition accuracy was only 4.26%, a marginal change that is
not comparable to the drastic declines observed in human
recognition gaps.

e B e ¢
TR NN

(c) Level 3: The sub-MIRC version of Fig. 4b

Figure 4. Sample of spatial feature loss between original frames,
MIRC and sub-MIRC of a video highlighting the cropped areas.
The red bounding boxes indicate the location of the spatially re-
duced child video at the next level.

Fig. 5 presents the recognition-gap frequency distribution
for the Easy, Hard and combined sets (Fig. 5a, Fig. 5b, and
Fig. 5¢), which allows for comparison between humans and
Al model. Our results show a similar distribution pattern to
previous work with images [9]. Similarly, AI models exhibit
some improvement in image recognition, whereas human
accuracy consistently declines. Humans also experience a
sharper decrease in recognition performance compared to Al
models (Fig. 5d). Our results further show that humans are
susceptible to substantial losses in recognition confidence.
In contrast, spatial reductions can enhance the Al model’s
ability to detect actions, as evidenced by negative recognition
gaps (Fig. 4). The frequency distributions are also broader
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Figure 5. Frequency distribution of recognition gap for Al model
and humans on easy and hard video sets. A comparison with the
same metric on different data from [9] in Fig. 5d

for humans compared to the AI model, showing more diverse
reductions than the AI model reductions in recognition gaps,
which are more gradual. These findings indicate that, despite
advancements in Al models, the gap between human and
machine recognition capabilities persists.

4.3. Average Reduction Rate

This metric, used to compare model performance with psy-
chophysical studies, helps identify levels where significant
drops in recognition occur. Fig. 6 compares human classifi-
cation performance and the results of the Al model, shown
through three distinct sets of charts. The first row (Fig. 6a,
Fig. 6b, and Fig. 6¢) depicts the frequency distribution of
the average reduction rate for a parent and child quadrant. It
highlights that although human and Al model reduction rates
exhibit a similar overall pattern, humans experience a more
significant decline in video understanding as indicated by
the spread over the larger average reduction rates, indicating
more catastrophic recognition failure between the Levels.
The second row (Fig. 6d, Fig. 6e, and Fig. 6f) presents the
average reduction rate as a function of the reduction level,
providing insight into the specific levels at which the most
significant reductions occur. Those charts indicate that the
Al model exhibits a more gradual reduction across the levels,
suggesting that its accuracy decreases steadily as the spatial
information decreases. In contrast, while early reductions
have a relatively minor effect on human recognition, recog-
nition performance sharply deteriorates in later levels. This
pattern suggests that at specific reduction levels—such as
level 3 for easy videos (Fig. 6d)—the degradation of global
features significantly disrupts human confidence in accu-
rately detecting actions. The third row (Fig. 6g, Fig. 6h, and
Fig. 61) presents the average reduction rate as a function of
the reduction level for only MIRC/sub-MIRC pairs. These
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Figure 6. Average reduction rates charts. Fig. 6a, Fig. 6b, and Fig. 6¢ show the distribution of pairs at all levels for every 0.1 increase in the
reduction rate. Fig. 6d, Fig. 6e, and Fig. 6f show the average reduction rate as a function of reduction level for all parent-child quadrant pairs.
Fig. 6g, Fig. 6h, and Fig. 61 show the same comparison as the average reduction rate per reduction level for only MIRC/sub-MIRC pairs.

charts show a similar trend compared to all parent-child pairs
in the second row. A detailed inspection of the differences
between the easy and hard sets, including the Recognition
Gaps, reveals a significant disparity between human and Al
model performance in ego-centric action recognition. Specif-
ically, humans exhibit superior recognition capabilities, as
reflected in the higher number of correctly identified videos
in Fig. 6b and Fig. 5b compared to Fig. 6a and Fig. 5a. This
indicates that humans remain confident in recognising ac-
tions in hard videos, whereas Al models struggle to predict
the correct labels. This trend can also be interpreted from
Fig. 6d, Fig. 6e, Fig. 6g, and Fig. 6h, where the lower num-
ber of videos available in the hard set influences the Average
Reduction Rate for the Al model.

5. Conclusion

Using Epic ReduAct, a new dataset derived from Epic-
Kitchens-100 dataset[ | 5] with systematically reduced spatial

and temporal information, this study examined human and
Al in action recognition in ego-centric videos. This study
highlights key differences between human and Al recogni-
tion. Humans excel at so called hard videos but struggle
as the visual information decreases, eventually reaching a
recognition limit. Al models, however, show a greater re-
silience, with confidence declining more gradually or even
increasing at times. These findings suggest that human recog-
nition boundaries do not directly apply to Al models. While
this work focused on spatial reduction, future research will
explore the role of temporal features in action recognition
for humans and Al models.
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