of

UNIVERSITY OF R =

Human vs. Machine Minds: Ego-Centric Action Recognition Compared & SURREY +

Sadegh Rahmani’, Filip Rybansky?, Quoc VVuong?, Frank Guerin', Andrew Gilbert’

El wd " University of Surrey, 2 University of Newcastle Funded By -=VERRULHEE
Scan to read TRUST

Motivation Methodology & Pipeline Classwise Recognition Gap

* Isthe Recognition of action different between humans and Al models?

v We test their performance in challenging real-world ego-centric scenarios involving occlusion, ViT ViT ViT ViT embed The difference in average classification accuracy between full MIRCs and their
clutter, and low-resolution. P sub-MIRC quadrants.
v This study seeks to understand how and why human and machine recognition diverge by M\‘Epm-mmhenmmg O sivir@-] savilo@—] sava PP g pocling || Classifier |> | Score | 0.70
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Introducing a new benchmark, Epic ReduAct
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* Whatis the takeaway? £ ., MIRC is 59% E .t ST
v Humans excel in complex recognition but fail with minimal input, while Al stays more robust. MOFO | Video spatial — u‘li_ | o e : Threshold at 24% §" ERE R EREE R
v' Future work will explore temporal cues and multimodal data to better align Al with human Eosy & Hard st | feduetion e i ., N (which means £ e e e T
herception. ) ?uﬁ_l;n - IO S I B 59% of Al predictions 5/;2"*"_ﬁ'":"::"*"::".'.: ________ T
classifier -1 . s ®s o° B . .
e — fug oz me | aresbow) LELEL L L)
433 Epic ReduAct dataset l SR s mmnx s e
; . e - .\ — — (b) Class put (d) Class take
. . ” - L | SBERT subMIRC got a better accuracy than Therefore, the recognition gap for that class
* Whatlis EpIC ReduAct: = . . : : Epic Redulet Videos = ection i Ovarp [T oymopell = Respomse&GT | Human validation of responses it rent drant (MIRC) in Al model will be the difference between the average
/ . . Level O — . Action = C|OSIng P Text cleaning similarity check S pare quadra ( ) ode
A systematically reduced version of | & . seoee v ' ' ' ' accuracy of MIRCs of that class (59%) and
. . container . - — - — Video depicted in dataset section
videos from the Epic-Kitchens-100 SOOI P (bottom figure) those sub-MIRCs above the threshold line
: . . (36%), which is 59% - 36% = 23%
dataset, designed to study minimal
. l o f . . . Classifiers | Sets hang serve take open remove  turn-off turn-on  wash peel close cut put pour insert
visual requirements for recognizing Exper|ments & ReSUltS Human | E3SY | #3865 N/A 43746 43786 42785 43418 43111 43189 N/A #4475 43659 43684 +3970 NA
egO_CentrIC human aCtIOnS. evel:d Qzaal;jerr;Lt . Hard | +41.70 +4287 +40.78 +38.36 +37.50  +60.55 N/A +31.05 +38.20 +33.75 N/A +3431 +2470 +40.00
Eas +0.02 N/A -19.25 -5.91 -9.20 -7.36 -16.36 -0.96 N/A +4.26 -2.68 +4.12 +0.14 N/A
Average RedUCtlon Ra te Al Harﬂ -0.04 0.00 -9.00 -3.18 -0.49 -0.21 N/A -2.08 -0.01 -0.07 N/A +2.63 0.67 -0.02

While human recognition performance declines across all classes, Al model exhibits improvements in both sets

Recognition Gap

v |dentify the smallest recognisable

guadrants or Minimal Recognisable Child
Quadrants

Measures impact of spatial reduction on recognition accuracy
Level 4

Metric: Average reduction rate as a function of reduction level for all parent-child quadrant pairs. . . .
Metric: Frequency distribution of recognition gap.
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v' Recognition stable at initial levels of spatial reduction.
v' Drops sharply at higher levels of reduction.
———— Reduction Levels Recognition Gap Recognition Gap
0gs W A No sign of major drop for Al % ’<
800 . Human umans’detection falls of a cliff
T v W | | | \ ‘ _ model, sign of consistency | |
% } i } AR . ANE- PN combined § *° ~ 100 videos € 025 e S =
Q y SANL SAWD SR eh NN a) Original video - No reduction - GT put 100 with a high S0 150 tmen ] 0.30) .
& o 4 (d) The same
drop 15 (b) hard set 125 2, 0-25| :
200 ' 0 metric from
| . > | Ullman’s 2018
o ‘ \ . b) Level 2 - The MIRC level U l | L P () combined £ 2019 | Chlman’s 2018
_ O (T -
V X . . _— | 0.10" -
‘ \ \ | 1l I .

Configurations (MIRCs)

=
[
)

v' Actions span common kitchen tasks
(e.g., cut, pour, wash)
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v' Created two sets; Easy/Hard, based on
Al model (MOFO) performance - 000
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with the lowest drop Pattern: Humans’ recognition drops significantly while | " Recognition Gap Recognition gap
Al model remains more robust in recognition

c) Level 3-The sub-MIRC level of Fig. b
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